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Abstract 
 
The creation of digital replicas of individuals, based on their data, gives birth to 
the digital twin. This new "digital self" raises many legal difficulties. This article 
presents the main issues from a legal point of view. Most of the structuring 
concepts of the law are questioned by these special symbiotic systems:  the 
concept of person, identity, entitlement to rights and obligations, legal capacity, 
liability, data processing, etc. All these notions, which are rooted in the legal 
tradition, are correlated to the human person and must therefore be profoundly 
adapted to apply to the digital twin. It is a new experience: the law must devise 
concepts to take account of an entity that is halfway between people and things. 
We see this as an opportunity to rethink the legal framework and to consider the 
advent of future digital human rights. This questioning aims to make the law 
evolve towards a better consideration of symbiotic systems. 
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The digital twin raises some very tricky questions from a legal perspective. The legal 
system is based on assumptions and concepts, such as the person, identity, will, 
property, free will... All these concepts that structure the legal matrix are questioned by 
the digital twin. Indeed, the digital twin is based on two principles: imitation and 
technology. On this aspect, we find the visionary writings of Marshall McLuhan, some 
of whose formulas have become postulates that seem surprisingly adapted to the issue 
of the digital twin: "We shape our tools and thereafter they shape us". This fear of being 
shaped and controlled by tools, rather than autonomously wielding them, lies at the 
heart of current concerns with machine learning and artificial intelligence systems1 and 
also digital twin. So, what is this digital twin? An other me? A better me? A future me? 
The digital twin updates the Shakespearean question in the digital world: to be or not 
to be... A second question is then added: to be or to have? Indeed, the digital twin 
refers as much to the idea of person as to the idea of possession: this twin is as much 
a replication of the person as it is a "putting into data of the person" with a patrimonial 
dimension. The twin is the person but the person has his twin.  
 
The digital twin takes us from the age of trans-humanism to the age of "exo-
humanism". This is finally an eminently legal question which allows us to rethink the 
question of identity, of the person and the boundary between what I possess and what 
I am, that is to say between being and having. It is a difficult subject that must be 
analysed from the angle of "surveillance capitalism"2: the patrimonialisation of the self 
is made possible by data sensors, connected objects and AI systems. However, this 
data-based surveillance leads to behavioural modification devices. The purpose of 
monitoring our online behaviours through the collection of browsing data is to 
"manufacture" new behaviours - to "like" this content, click on this advertisement 
displayed according to our preferences, buy this merchandise or subscribe to this 
service. According to Shoshana Zuboff, these behavioural changes mean that 
individuals are stripped of their autonomy and freedom to become mere agents whose 
actions are shaped remotely. This is another challenge for the law: how to maintain 
people's fundamental rights? How to keep democracy in balance and avoid a dilution 
of the individual in the "total capitalism" of the digital economy3? 
 
The digital twin raises complex legal questions; they must first be answered because 
the development of the digital twin will depend on the answers provided by legal 
experts (Part 1). Conversely, digital twin also questions the law, which must do its 
"examination of conscience". Perhaps it is time to update or reconsider certain rights 
or legal concepts, in order to provide an answer adapted to the specific nature of digital 
twin and to preserve the rule of law (Part 2).  
 
 
 
  

                                                      
 
 
 



Part 1) The law questions the digital twin 
 
Today, there are many use cases of digital twin, in the industrial, real estate or health 
fields. The market for digital twins is estimated4 at 15.6 billion dollars in 2023, with an 
average annual growth of almost 38%. Digital twins make it possible to model reality 
and predict its evolution: the prospects for the health market are enormous and are 
shaping the future of medicine of the future. The digital twin makes it possible to 
understand the reproduced entity, to predict its evolution, to anticipate its potential 
flaws, to test its reactions with virtual simulations... This use of digital twins is in line 
with the desire to develop "4P medicine", for personalised, predictive, preventive and 
participatory. 
 
However, the innovative potential of digital twin should not overshadow the importance 
of the legal framework. Indeed, the development of digital twin involves removing 
certain legal obstacles and clarifying the applicable law. Digital twin is based on 
contextualised data which are thus transformed into information. At the heart of digital 
twin are therefore data, algorithms and AI systems. The legal framework of these 
concepts is therefore the key to the development of digital twin. Thus, from a legal point 
of view, digital twin raises questions regarding data, medical liability, algorithmic 
integrity and intellectual property. This list is far from being exhaustive. 
 
The digital twin and the data 
 
Up to now, there is no legal corpus dedicated to digital twin. However, the provisions 
applicable to data do apply, in particular the General Data Protection Regulation 
(GDPR)5. Digital twin does not present any particular specificity in this field and as 
soon as personal data is processed, the obligations provided for by the GDPR apply: 
Article 5 (Chapter 2) sets out a general framework which lays down several obligations 
(obligation of transparency, obligation of loyalty, obligation to store the data within a 
reasonable time, obligation to keep the data up to date, etc.). Articles 6 and 7 provide 
for the basic requirement of the consent of the data subject to the processing of data 
but also, as a consequence, the possibility of withdrawing such consent at any time. 
This consent is essential because, as Article 9 recalls, the processing of health data 
is, in principle, prohibited unless the patient consents. Article 17 of the GDPR also 
provides for a right of oblivion and the individual will be able to lodge complaints or 
legal remedies if he or she considers that his or her rights have been violated (in 
accordance with Chapter 8).  
 
The difficulty here is how to articulate the rights of a person with respect to his or her 
data with those of another person related to him or her (for example, in medical 
matters, a spouse with a chronic contagious disease: can the digital twin capture this 
information relating to a third person but which has an impact on the human twin?) In 
addition, other rules can be added to the GDPR, particularly in medical matters: if 
digital twin is considered a "medical device", the legal framework may be even stricter. 
For example, in France, the legal regime for the hosting of health data obliges web 
hosts to obtain certification.  
 
 
                                                      
 
 



The digital twin and medical liability 
 
The scope of liability is under great pressure from the players in the digital world. 
Connected objects, robots, autonomous devices are upsetting the classic rules of civil 
and criminal liability. It is necessary to adapt a legal framework that has been thought 
up to now for people with will and independence because liability is generally the 
counterpart of a right or a duty. Up to now, it has been assumed that machines were 
not able to act by themselves, but they have bridged the gap and become autonomous 
in the new virtual world. Must we change our models and allow machines to embody 
us in a sustainable way and in a legal framework ruling virtual communities?6 Is the 
profile the person? Can the real person be held responsible for damage caused by his 
or her digital twin? The reflection is old and can feed into already developed 
examinations about the liability of robots. Who is responsible: the programmer, the 
manufacturer, the owner of the robot or the machine? But the digital twin still raises 
some very specific questions. The cyber-connected patient becomes an actor in his 
own health, or even an expert in his pathologies, to the point where he sometimes 
questions the diagnosis and therapeutic solutions proposed by the doctor7. The 
challenge will be to maintain the sacred relationship between the doctor and the 
patient: the European Parliament reminded us, as early as 2017, that human contact 
is one of the fundamental aspects of personal care8. The French legislator is proposing 
to establish in law a principle of "human guarantee", in order to guarantee human 
supervision of any use of digital technology in health care. Another question arises: 
how can the doctor's decision-making autonomy be strengthened? Who will be the real 
decision-maker: the digital twin or the doctor? To avoid the doctor becoming a mere 
executor of the machine's prescriptions, it is important to sanctify the doctor's decision-
making role. This presupposes upstream work on the "explicability" of AI systems so 
that algorithms, in medical matters, are not black boxes for doctors at least. 
 

The digital twin and algorithmic integrity  

The quality of the data will guarantee the quality of the digital twin's virtual image, 
reflecting the real person. Or, data integrity is a major and challenging issue. The A.I. 
community has recently begun working on methods to detect and mitigate bias in the 
training data sets of supervised automatic learning systems. Indeed, it has been 
demonstrated that the computerised and automated processing of big data raises risks 
of bias9 and discrimination of all kinds (racial, gender, professional, etc.). The quality 
of the data is therefore an essential subject: it must be fair, "inclusive", i.e. 
representative of various trends, and reliable over time. It is therefore a question of 
moving from big data “to smart data”. The concepts of ‘transparency’ and 
‘explainability’ are presented as tools to achieve this goal. Such approaches, however, 
involve significant limitations, especially in professional contexts such as medicine, 
law, or financial advice. Instead, systems should be designed to be contestable, 
meaning that those subject to algorithmic decisions can engage with and challenge 
them10. Both laws and norms should encourage contestability of automated decisions, 

                                                      
 
 
 
  
 



but systems designers still must take explicit steps to promote effective questioning 
and challenges.  

The digital twin and ownership issues  

From a general property perspective, the digital twin poses a difficulty: how to share 
rights between the real person behind the data and the creators of the digital twin? 
Theoretically, it is possible that, tomorrow, these data will be commercialised and there 
are currently no specific regulations on how they should be exchanged. It is therefore 
important to know who is the owner of the data and whether there is a right of control 
over the knowledge that will then be extracted from it. It is therefore a twofold question, 
that of the ownership of the data and then that of the appropriation of the results. If a 
digital twin is extracted from our uses, must we be informed? The same question 
applies to the sharing of a digital twin.  

Conflicts of rights can even be considered: for example, after a divorce, can a former 
spouse request to have access to delete data related to him or her? As we produce 
more and more data as part of our digital lives, the question now arises as to what 
happens to this data after we die. Is it possible for a relative or heir to take over the 
digital identity of the deceased? Can we inherit from a digital twin? In the absence of 
any specific rule, we can draw inspiration from the law set up by social network 
platforms, which allows heirs to request the deletion of the deceased's accounts. With 
regard to the PDT, this right must be provided for from the outset, when the contract is 
formed. 

The development of these digital twins also raises questions from an industrial property 
point of view. Indeed, can a digital twin be patented? As a reminder, the algorithm 
embedded in a program is not, as such, protected by copyright, in the same way as 
the ideas underlying the creation. The application of intellectual property rights 
becomes possible again, provided that the algorithm is incorporated in an invention 
which is itself patentable11. The legal framework is quite complex and distinguishes 
between databases, software, reverse engineering and work-data. More precisely, one 
could imagine the case of a discovery resulting from the modelling of a digital twin. 
One could then imagine legally protecting this invention, provided that the conditions 
for patentability are met: the invention must be new and it must be susceptible of 
industrial applications. 

 

  

                                                      
 



Part 2) The digital twin questions the law 

 

The digital twin puts the legal categories in tension. Thus, it is a fantastic opportunity 
to refresh legal concepts and challenge our thinking habits in several ways. 

The digital twin questions our relationship to reality and to the person. 

The most important action of a sovereign state is to grant citizenship and establish civil 
statuses. However, digital technologies have blurred borders and increased 
anonymity. What becomes of a person in a digital world? The person is reconstituted 
as a collection of digital traces, scattered data points collected as they navigate various 
networks. The individual becomes nothing more than a profile, defined externally. New 
statistical information collected using data mining, and new statistical capabilities, such 
as profiling, are unprecedented threats to individual freedoms12 and also opportunities 
to build our digital twin. 

The digital twin causes a "derealisation" of human experiences. The digitisation and 
pixelisation of the person disrupts our traditional conception of the person, which is no 
longer defined by his or her civil status but by the correlation of his or her data. So 
where does the virtual begin and where does the person stop? Between the two, a kind 
of digital unconsciousness appears halfway between the person and the thing. 

The digital twin involves thinking about the notion of digital identity13 and blurs the 
boundary between people and things. Perhaps the digital twin corresponds to this 
notion of "centre of interest" proposed by Gérard Farjat, which is halfway between 
people and things, in a grey area of the law14. Neither quite a person nor quite a thing, 
the digital twin recognised as a "centre of interests" could then benefit from certain 
rights and obligations attributed to both. 

 

The digital twin questions free will, consent and willpower 

The creation of the digital twin changes our relationship to lived experience: the digital 
twin makes it possible to replace real experimentation and self-experimentation with 
simulation and statistical prediction. Prevention has become the absolute priority, with 
global monitoring. Specifically, chance and uncertainty, which are a normal part of 
everyday life, have been replaced with ex ante systems that automate the relationships 
between individuals. 

The digital twin also reflects a society marked by aversion to risk and chance: the place 
of chance is regressing, which is not without consequences for the expectations of 
individuals. The digital twin is an achievement as much as a promise. However, it may 
be important to maintain the place of chance in algorithmic processing, as Alexei 

                                                      
 
 
 



Grindbaum proposes15. Indeed, it is not a question of knowing how to make artificial 
intelligence benevolent. It is a question of ensuring that it does not replace man as a 
moral agent : by integrating chance into the algorithmic code, we reintroduce the 
random when a moral choice arises. Only recourse to chance, and this from its 
conception, by design, can free the machine from the responsibility that one wants to 
make it bear. For example, to translate a neutral pronoun into a gendered form, the 
random translation into "she" or "him" avoids giving priority to one or the other. 

 

The digital twin raises the question of the advent of the fundamental rights of 
the digital person 

The fundamental question is whether the time has not come to enshrine the 
fundamental rights of the digital person. These rights would make it possible to take 
account of the radical change resulting from the digitalisation of the world. 
 
The question is not whether deep tech presents opportunities, nor is it a matter of 
understanding its true nature or establishing whether these technologies should be 
regulated by adding such and such a rule to such and such a code. We also need not 
ask if we need more ethical considerations to make up for algorithmic biases. We 
believe that the danger lies elsewhere, because we are seeing technological systems 
take the place of legal systems, because they are fulfilling the same roles, but faster 
and even more effectively. The question today is whether the law, in its role as a social 
regulator, will be replaced by digital structures. It is from this viewpoint that we will try 
to think differently about the law by creating meta-rights to protect the rule of law and 
its legal norms16. 
 
One might say that existing legal systems already have mechanisms in place to control 
how algorithms are used, and more generally, to supervise operators who use 
automated processing techniques for personal data. The General Data Protection 
Regulation mechanism is an effective frame of reference for regulating data in a context 
that opposes data transmitters and data processors17. This is an important 
contribution, but we believe that the heart of the matter lies elsewhere and goes well 
beyond the individual relationship between the data transmitter and the data user. 
Basically, the GDPR focuses on the person, guaranteeing the protection of personal 
freedoms. This framework helps to implement mechanisms that depend on people’s 
will to exercise these freedoms, involving consent, the right to be forgotten, data 
access, and portability. The way these data are processed raises further questions 
about protecting the public interest, beyond singular examples, due to the way data 
processing shapes society. It is not merely enough to consent to the automatic 
processing of your personal data, we need to ensure that the massive collection of 
data does not become a new tool for social conditioning, influencing the way person 
votes or behaves. That is the difficult part. The GDPR affirms liberties that suppose 
people will want to keep track of how their data is used. It is only logical. But what about 
the unconscious effects, that is to say, all those situations where the perception of an 
individual is shaped by massive data, processed on an industrial scale, whose ultimate 
                                                      
 
 
 



effects they can hardly be aware of? Are our democracies robust enough to face this 
problem, when we are already living in the era of big data18?  
Finally, and above all, the power of algorithms is displacing people’s control of their 
own behavior (internet consumption habits, web browsing, owning your browser 
history, etc.). Legal mechanisms that focus on the individual will have trouble referring 
acts when they have been separated from the person. That is why thinking in terms of 
personal freedoms may not be enough, and why we need to find another way to think 
about this legal framework. 
 
We believe that the implications of deep tech such as the digital twin require that we 
stretch our legal imagination if we are to rise to this challenge. First, we will need to 
bring concepts from deep tech into the legal world and test how they fit into the legal 
framework (i.e. What is their legal meaning? What effects do they have? What 
obligations do they give rise to?). The same goes for the notions of robustness, 
calculability, provability, consensus, correlation, interoperability, etc. 
 
Next, we will need to review the letter of the law as it currently stands. Some are calling 
for the establishment of new fundamental rights, called “meta-rights”19 : the right to be 
forgotten20, the right to disobey, or the right to be informed. The ability to forget and be 
forgotten, to disobey, or to be informed about the reasons for our actions are all seen 
today as essential for a solid legal system; in other words, a legal system that is 
effective when faced with algorithmic governmentality and the new norms that it 
creates. One author suggests that the laws of robotics should be rewritten for the age 
of big data, mixing public and private law and creating “algorithmic accountability” 
obligations, inspired by auditing rules and the recognition of externalities21. Others 
have proposed a bill of rights for social media platform users22, or the creation of a 
responsibility-by-design mechanism to introduce responsibility natively, at the heart of 
deep tech systems23.  
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